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9.2k Summaries for 4.5k civil rights lawsuits in the US
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Manually written by 500+ experts for 10+ years

Three granularities 
Multi-paragraph, single-paragraph, or Tweet-like summaries
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C A S E   S U M M A R Y

EEOC v. Ford Motor Company

This case is about an apprenticeship test that had a disparate impact on Black apprenticeship 
applicants… Filing on behalf of thirteen Black individuals…, the EEOC alleged that the individuals' 
employer, the Ford Motor Company ... violated Title VII of the Civil Rights Act, 42 U.S.C. § 1981, 
and Michigan state anti-discrimination law. …
…
On June 15, 2005, the court found that the proposed settlement agreement was fair. 2005 WL 
5253339. The next day, the court ordered that Ford pay $1.1 million to cover attorneys' fees and 
expenses incurred during settlement negotiations, and $567,000 to cover fees and expenses associated 
with the implementation and monitoring of the settlement agreement…

Summary taken from https://clearinghouse.net/case/8766/, which is also appeared in the Multi-LexSum Dataset. 
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200+ pages or 75,000+ words
The total average length of all court documents for a legal case  

 C H A L L E N G E



200+ pages or 75,000+ words
The total average length of all court documents for a legal case  

1~10 hours
The time needed for a legal expert1 to write the summary

1 When referring to legal experts, we mean practitioners who have received formal legal training, including law students, other than lay people. 
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(Semi)-Automated 
Legal Case Summarization

A Challenging, Real-World 
Dataset for NLP Models

for legal practitioners for NLP researchers 

-  More efficiently understand lawsuits
-  Benefit the general public 
-  Free law projects

-  Real-world task
-  Long input context 
-  Controlled summarization 



O U T L I N E

MULTI-LEXSUM

MOTIVATION

CREATION

I.

   II.

 III. COMPARISON

 IV. EXPERIMENTS

   II.



C R E A T  I  O N
Process・Writers・Features



C R E A T  I  O N
Process・Writers・Features



C R E A T  I  O N
Process・Writers・Features



C R E A T  I  O N
Process・Writers・Features



C R E A T  I  O N
Process・Writers・Features



C R E A T  I  O N
Process・Writers・Features



This case is about an apprenticeship test that had a disparate 
impact on Black apprenticeship applicants. The Equal 
Employment Opportunity Commission (EEOC) filed this lawsuit 
on December 27, 2004, in U.S. District Court for the Southern 
District of Ohio. Filing on behalf of thirteen Black individuals and 
a class of similarly situated Black apprenticeship test takers, the 
EEOC alleged that the individuals' employer, the Ford Motor 
Company, as well as their union, the United Automobile, 
Aerospace, and Agricultural implement workers of America (the 
"UAW"), and the Ford-UAW Joint Apprenticeship Committee, 
violated Title VII of the Civil Rights Act, 42 U.S.C. § 1981, and 
Michigan state anti-discrimination law. At issue were the selection 
tests for apprenticeship training programs, whose disparate impact 
denied Black applicants eligibility and admission. The EEOC 
sought injunctive relief, as well as damages (including backpay) for 
the Black apprenticeship applicants. The case was assigned to Judge 
Susan J. Dlott.

ANATOMY OF A SUMMARY
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This case is about an apprenticeship test that had a disparate 
impact on Black apprenticeship applicants. The Equal 
Employment Opportunity Commission (EEOC) filed this lawsuit 
on December 27, 2004, in U.S. District Court for the Southern 
District of Ohio. Filing on behalf of thirteen Black individuals and 
a class of similarly situated Black apprenticeship test takers, the 
EEOC alleged that the individuals' employer, the Ford Motor 
Company, as well as their union, the United Automobile, 
Aerospace, and Agricultural implement workers of America (the 
"UAW"), and the Ford-UAW Joint Apprenticeship Committee, 
violated Title VII of the Civil Rights Act, 42 U.S.C. § 1981, and 
Michigan state anti-discrimination law. At issue were the selection 
tests for apprenticeship training programs, whose disparate impact 
denied Black applicants eligibility and admission. The EEOC 
sought injunctive relief, as well as damages (including backpay) for 
the Black apprenticeship applicants. The case was assigned to Judge 
Susan J. Dlott.

Plainti description

Filing date Court’s full name

Class description Plainti description

Defendant description

Statutory basis for case

Remedy sought Judge’s Name

ANATOMY OF A SUMMARY
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C R E A T  I  O N
Process・Writers・Features

500+ Legal Experts
10+ years of writing  

Legal Scholars, attorneys, and students from 
Civil Rights Litigation Clearinghouse & UMich 
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Expert Authored
Manually written by legal experts, following the guidelines

Multi-granularity
It contains target summaries of different detailedness 

Long Context
The total  length of source documents is more than 75k words.

Long Summary
Long summaries in Multi-LexSum are usually more than 600 words.
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Single Document Summarization Datasets 

XSUM
Narayan et al.

CNN/DM
See et al.

Newsroom
Grusky et al.

News

BigPatent
Sharma et al.

BillSum
Kornilova et al.

Legal

SciTLDR
Cachola et al.

BookSum
Kryściński et al.

LiteratureScientific
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SDS ・MDS

Dataset Name Creation

Multi-LexSum Expert Authored

XSUM Automatic Extraction

CNN/DM Automatic Extraction

Newsroom Automatic Extraction

BigPatent Automatic Extraction

BillSum Expert Authored

SciTLDR Expert Authored

BookSum Automatic Extraction



C O M P A R I S O N
SDS ・MDS

Dataset Name Creation Target Summary

Multi-LexSum Expert Authored Multi-Granularity 

XSUM Automatic Extraction Single-Target

CNN/DM Automatic Extraction Single-Target

Newsroom Automatic Extraction Single-Target

BigPatent Automatic Extraction Single-Target

BillSum Expert Authored Single-Target

SciTLDR Expert Authored Multi-Target

BookSum Automatic Extraction Single-Target



C O M P A R I S O N
SDS ・MDS

Dataset Name Creation Target Summary Context Length Summary Length

Multi-LexSum Expert Authored Multi-Granularity 75k 25 / 130 / 647

XSUM Automatic Extraction Single-Target 0.5k 24

CNN/DM Automatic Extraction Single-Target 0.8k 60

Newsroom Automatic Extraction Single-Target 0.8k 31

BigPatent Automatic Extraction Single-Target 3.6k 117

BillSum Expert Authored Single-Target 1.8k 218

SciTLDR Expert Authored Multi-Target 5.8k 22

BookSum Automatic Extraction Single-Target 126k 1163.1



Dataset Name Creation Target Summary # Source Docs Context Length Summary Length

Multi-LexSum Expert Authored Multi-Granularity 8.8 75k 25 / 130 / 647

Multi-News Expert Authored Single-Target 2.8 2k 264

Multi-XScience Automatic Extraction Single-Target 5.1 0.8k 120

MS2 Automatic Extraction Single-Target 24.0 7k 65

C O M P A R I S O N
SDS・MDS

Multi-Document Summarization Datasets 
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A list of source documents The long, short, or tiny case summary

Progressive Summarization

Source → Long → Short → Tiny



* It’s generated from source to long using the BART model trained on the corresponding data in Multi-LexSum.
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          Long Summary 56.04 37.02 44.16
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Having the intermediate 
summary significantly 
improves model performance 

Input Output Rouge-1 F1 Rouge-2 F1 Rouge-L F1

          Only source documents 43.55 19.98 29.84

          Long Summary 56.04 37.02 44.16

         +            54.99 36.42 43.44

         +            Model Generated* 41.41 18.42 27.53

The extra source document 
context might not help.

Providing imperfect longer 
summaries → much worse shorter 
summary 

Source → Long → Short 
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A list of source documents The long, short, or tiny case summary

Multi-Granularity Summarization

Source → L,S,T

Long → S,T 



E X P E R I M E N T S
Design・Results

+  Prompt: “summary: long”

+  Prompt: “summary: short”

+  Prompt: “summary: tiny”

Train a single model (e.g., BART), using different prompts 

Multi-Granularity Summarization



E X P E R I M E N T S
Design・Results

Target Summary Method Rouge-1 F1 Rouge-2 F1 Rouge-L F1

Single Task 40.79 20.01 25.36

Multi-Granularity 47.89 23.24 28.31

Single Task 43.35 19.91 29.99

Multi-Granularity 43.80 20.14 29.89

Single Task 22.61 7.09 18.44

Multi-Granularity 25.38 8.92 20.91



E X P E R I M E N T S
Design・Results

Target Summary Method Rouge-1 F1 Rouge-2 F1 Rouge-L F1

Single Task 40.79 20.01 25.36

Multi-Granularity (+17.41%) (+16.14%) (+11.63%)

Single Task 43.35 19.91 29.99

Multi-Granularity (+1.04%) (+1.16%) (-0.33%)

Single Task 22.61 7.09 18.44

Multi-Granularity (12.25%) (+25.81%) (+13.39%)

Multi-Granularity training → significant improvements to long / tiny summary generation. 



E X P E R I M E N T S
Design・Results

A list of source documents The long, short, or tiny case summary

1. Multi-Doc Summarization

Source → Long 

Source → Short 

Source → Tiny



Model 
Name

Input
Length

Rouge-2 F1 Pred Words Rouge-2 F1 Pred Words Rouge-2 F1 Pred Words

PEGASUS 1,024 20.01 203.8 19.91 94.6 7.09 22.3

BART 1,024 23.78 351.3 19.98 114.0 8.19 21.7

LED 4,096 24.13 295.0 21.00 103.1 8.92 22.4

LED 16,384 25.17 310.1 22.08 108.0 9.84 21.5

PRIMERA 4,096 27.32 416.3 21.04 110.2 9.26 27.9
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Design・Results
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Model 
Name

Input
Length

Rouge-2 F1 Pred Words Rouge-2 F1 Pred Words Rouge-2 F1 Pred Words

PEGASUS 1,024 20.01 203.8 19.91 94.6 7.09 22.3

BART 1,024 23.78 351.3 19.98 114.0 8.19 21.7

LED 4,096 24.13 295.0 21.00 103.1 8.92 22.4

LED 16,384 25.17 310.1 22.08 108.0 9.84 21.5

PRIMERA 4,096 27.32 416.3 21.04 110.2 9.26 27.9

E X P E R I M E N T S
Design・Results

Longer input context 
improve performance.

Task-specific training → 
better summary quality. 

Reference Summary Length 646.5 130.2 24.7

Fail to generate summaries 
of  compatible length. 
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End-to-end summarization 
models hallucinate a lot 

Generated Summary
On September 29, 2004, the Los Angeles District Office of 
the EEOC filed this lawsuit against Gold River Operating 
Corporation and Columbia Sussex Corporation in the U.S. 
District Court for the District of Nevada alleging 
discrimination on the basis of sex, female, in violation of 
Title VII of the Civil Rights Act of 1964.  Specifically, the 
complaint alleged that the defendants subjected the 
charging party, a female employee, to a sexually hostile 
work environment and retaliated against her when she 
complained about the harassment.  Following some 
discovery, the parties settled the lawsuit through a consent 
decree on May 6, 2008.  
The two-year decree, containing non-discrimination and 
non-retaliation clauses, required the defendants to: post a 
notice of compliance with Title VII, provide Title VII 
training for all employees, and pay $1,000,000 to be 
distributed among four individuals. The docket sheet does 
not show any further enforcement took place; the case was 
presumably closed in 2009.

Red highlights – Factually Incorrect        

Blue highlights – Unsupported claims 

Initial Feedback ・Design・Results
H U M A N   E V A L U A T I O N



Source Document: 
Explains the reason why defendants want to dismiss the case
“A court loses jurisdiction over a case when it becomes moot.” Kuntze v. Josh Enters., 365 F. Supp. 
3d 630, 639-640 (E.D. Va. 2019) (quoting Williams v. Ozmint, 716 F.3d 801, 809 (4th Cir. 2013)). 
The mootness doctrine arises from the “case and controversy” requirement of the United States 
Constitution. U.S. Const, art. III, § 2. “[A] case is moot when the issues presented are no longer 
“‘live’ or the parties lack a legally cognizable interest in the outcome.’” Kuntze, 365 F. Supp. at 
640 (quoting Simmons v. United Mortg. And Loan Inv., LLC, 634 F.3d 754, 763 (4th Cir. 2011)). 
This case is moot for two reasons.  There is no longer any justiciable controversy in this case, as 
this Court has granted the relief originally requested by the plaintiff, and there is further no 
additional relief available to plaintiff … 

Models are not good 
at legal reasoning 

Initial Feedback ・Design・Results

End-to-end summarization 
models hallucinate a lot 

Generated Summary:
The plaintiff filed a motion to dismiss the case on January 3, 2019, arguing that the Virginia 
Board of Elections violated the First and Fourteenth Amendments to the U.S. Constitution by 
failing to state a claim under the Due Process and Equal Protection Clauses of the Fourteenth 
Amendment. 

Source document from https://storage.courtlistener.com/recap/gov.uscourts.vawd.119507/gov.uscourts.vawd.119507.20.0.pdf
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Shorter Generation Targets
Models generate the summary paragraphs separately 

Initial Feedback ・Design・Results

User-provided Salient Text 
Enable user providing salient document text for summary generation 

Real Workflow
Make sure the demo is easy to learn and stimulates writers’ real need
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②  Check the box when the 
referred doc is relevant 

①  Docket entry → overview 
of a source document

(d) Summary Selection, 
Rating, and Editing

Initial Feedback ・Design・Results

(a) Docket Reading & 
Important Entry Selection

(b) Summary Outlining 
and Content Grouping

(c) Source Document 
Reading and Extraction 
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①  Outline of the summary 
→ paragraphs and gists 

(d) Summary Selection, 
Rating, and Editing

Initial Feedback ・Design・Results

(a) Docket Reading & 
Important Entry Selection

(b) Summary Outlining 
and Content Grouping

(c) Source Document 
Reading and Extraction 

②  Relevant source docs for 
the paragraph
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②  Adding salient texts from 
source docs

(d) Summary Selection, 
Rating, and Editing

Initial Feedback ・Design・Results

(a) Docket Reading & 
Important Entry Selection

(b) Summary Outlining 
and Content Grouping

(c) Source Document 
Reading and Extraction 

①  The selected documents 
for the paragraph 
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②  4-scale ratings of the 
best (selected) summary

③  Expert editing the 
generated summary

(d) Summary Selection, 
Rating, and Editing

Initial Feedback ・Design・Results

(a) Docket Reading & 
Important Entry Selection

(b) Summary Outlining 
and Content Grouping

(c) Source Document 
Reading and Extraction 

①  Select between BART / 
DistilBART generations
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User Ratings
For the selected best generation

Initial Feedback ・Design・Results
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User Ratings
For the selected best generation

Initial Feedback ・Design・Results

Summary Edits
How do writers modifies generated summaries

65% Longer
Writers extend the generated 

summaries 

87 words / 76%
in a generated paragraph 

has been edited 
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User Ratings
For the selected best generation

Initial Feedback ・Design・Results

Summary Edits
How do writers modifies generated summaries

Automatic Metric
User-edited vs. model-generated version

Rouge-1 F1 45.6

Rouge-2 F1 30.0

Rouge-L F1 35.4

BERT Score 38.0

65% Longer
Writers extend the generated 

summaries 

87 words / 76%
in a generated paragraph 

has been edited 
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M U L T I - L E X S U M 

Real-world 
9.2k Summaries for 4.5k civil rights lawsuits in the US

Expert-written
Manually written by 500+ experts for 10+ years

Three granularities 
Multi-paragraph, single-paragraph, or Tweet-like summaries

An Abstractive Summarization Dataset



M U L T I - L E X S U M 

from datasets import load_dataset

multi_lexsum = load_dataset(
"allenai/multi_lexsum", 
name="v20220616")

example = multi_lexsum["validation"][0] 

print(example["sources"])
# A list of source doc text for the case

for sum_len in ["long", "short", "tiny"]:
    print(example["summary/" + sum_len]) 
    # Summaries of three lengths

Try Multi-LexSum with 🤗 Datasets Real-world Task
9.2k Summaries for 4.5k US Civil Rights Lawsuits

Expert-written Summaries
Manually written by 500+ experts for 10+ years

Three granularities 
Long, short, tiny summaries for a legal case



"In September 2004, the Los Angeles District Office of the EEOC filed suit against Casino 
Columbia Sussex Corporation and Gold River Operating Corporation, both of whom were 
doing business as River Palms Resort, a casino/resort in Laughlin, Nevada. According to 
the complaint, which was filed in U.S. District Court for the District of Nevada, the casino 
subjected female employees to sexual harassment, violating Title VII of the Civil Rights 
Act, and attempted to force out the older female employees so that they could be replaced 
by younger, more attractive women, in violation of the Age Discrimination in 
Employment Act. 
One of the female employees intervened as a plaintiff. In August of 2006, the EEOC moved 
for partial summary judgment, and the defendants moved to dismiss the case, alleging 
procedural irregularities in the EEOC's investigation. The EEOC's motion was granted in 
part and denied in part; the defendants' motion was dismissed. 
A three-year consent decree was entered April 25, 2008. The settlement request pay 
$200,000 to the plaintiff intervener and claimants ($5000 to plaintiff intervenor, and 
$195,000 to be divided among the claimants). It also enjoins defendants from 
discrimination and retaliation. Defendants must undertake training, must keep records of 
discrimination complaints, and must provide semi-annual reports to the EEOC.  A month 
later, the parties jointly moved to dismiss all remaining claims with prejudice, except as to 
the consent decree enforcement. As no further activity is recorded, presumably this case 
closed in 2011. "

On September 29, 2004, the Los Angeles District Office 
of the EEOC filed this lawsuit against Gold River 
Operating Corporation and Columbia Sussex 
Corporation in the U.S. District Court for the District 
of Nevada alleging discrimination on the basis of sex, 
female, in violation of Title VII of the Civil Rights Act 
of 1964.  Specifically, the complaint alleged that the 
defendants subjected the charging party, a female 
employee, to a sexually hostile work environment and 
retaliated against her when she complained about the 
harassment.  Following some discovery, the parties 
settled the lawsuit through a consent decree on May 6, 
2008.  
The two-year decree, containing non-discrimination 
and non-retaliation clauses, required the defendants to: 
post a notice of compliance with Title VII, provide Title 
VII training for all employees, and pay $1,000,000 to 
be distributed among four individuals. The docket sheet 
does not show any further enforcement took place; the 
case was presumably closed in 2009.

Expert-written Summary Model-generated Summary


