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Motivation & Background

Why do we need multi-model
collaboration at the token level?

Inference

Efficiency Psma,ll(Xt ‘ X<t) — Harge(Xt | X<t)

Speculative Decoding

collaborates between a large and small
model to speed up the decoding.




Motivation & Background

Why do we need multi-model
collaboration at the token level?

Fudge

steers the generation to satisfy certain
properties (a) using another model

Steering
Generation P(X; | Xt,a) x P(a | Xep1)P(X: | Xoy)



Motivation & Backgrouno

Why do we need multi-model
collaboration at the token level?

MoE Methods, Branch Train Merge,
'y Proxy Tuning, PHATGOOSE, ...

, & | | |
o combine expertise from multiple

Combining _

Capabilities (sub-)models for petter generation.

—Xt ‘ X<1; Zw] X<t Xt ‘ X<t)
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There have been many species

of bears that have become
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(Arctodus simus) - This
species went extinct around
10,000 years ago and was one
of the largest bears to have

ever lived. [..]
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A concrete example

&

=

What are some species of
bears that are now extinct?

There have been many species
of bears that have become
extinct throughout history.
Some examples include:

1. The giant short-faced bear
(Arctodus simus) - This
species went extinct around
10,000 years ago and was
one of the largest bears o

have ever lived. [...]

To compose a good response,
different “expertise” is required,
at different steps / stages of
generation.

It would be great if models, of
different specialties, can

collaborate during the course of
generation.



Challenges

There have been many species
of bears that have become
extinct throughout history.
Some examples include:

1. The giant short-faced bear
(Arctodus simus) - This
species went extinct around
10,000 years ago and was

one of the largest bears o

have ever lived. |...]
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Challenges

T The patterns of
' switching
(distribution of the

colors)

Some examples include:

1. The giant short-faced bear
(Arctodus simus) - This
species went extinct around
10,000 years ago and was

one of the largest bears ic
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Challenges

©®© How to learn the collaboration mode
organically from the data without supervision?

This is different from toolformer: it needs training data that prescribes tool use.

Can we avoid training the models from scratch

and leverage existing models?

As opposed to MoE like methods, where the experts need to be trained from
scratch (and the experts are often not full-fledged models).
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Opdualag||contains|[twol[active|[components:|[1)| nivol:
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The latent variable model framework

:, Collaboration
il Control

™ ) ... P(XiX) P(Z;| X )

EI Languag P3(Xt‘X<t) \

podel Using the Z;-th model
given the context



The latent variable model framework

L tWO )

Z Py(Z4| X <t) Pz, (X¢| X )
Z+=0



The latent variable model framework




The latent variable model framework

Z=0

\

P(X) = H( Py(Z| X -4) Py, (Xt|X<t))

ik
NLL Loss = —log P(X) = — ) log P(X




TWO model case
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TwWO model case

NLL Loss = — Z; log P(X;| X ~¢)

Pba,se(Xt‘X<t)Pg(Zt —_— 0‘X<t) S~ —
P(Xt‘X<t) — Frozen | + i B
Passt(Xt‘X<t)P9(Zt — 1|X

eferra
<t ) ontro
@ Expert E
Llama 70B

nnar, Hussein, and David Sontag. "Consistent estimators for learning to defer to an expert.” International Conference on Machine Learning. PMLR, 2020.
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TWO model case

NLL Loss = — Zf_l log P(X;| X ¢)

Pbase(Xt‘X<t)P9(Zt — O‘X<t)

P(Xt| X<¢) = +
Passt(Xt‘X<t)P9(Zt — ]-|X<t)
.

Run scoring on the training data
and create a static dataset



TWO model case

NLL Loss = — Z;F_l log P(X;| X ¢)

If closer to |, the loss

Pbase(Xt‘X<t)P6(Zt — 0|X<t) /é becomes a typr‘cal NLL Loss
P(X:| X ) = + for the base model.

Passt(Xt‘X<t)P9(Zt — 1‘X<t)



TWO model case

NLL Loss = — Zf_l log P(X;| X ¢)

Pbase(Xt‘X<t)P9(Zt — O‘X<t)

P(Xt| X<¢) = +
Passt(Xt‘X<t)P9(Zt — ]-|X<t)
LS

Classifying based on the hidden state
from the last layer of base model.



Decoding

Greedy Decoding

Zt — 1P9(Zt — ].|X<t) > T
LN

A fixed threshold deciding whether
to switch the other model.




Experiments & Results

©® Collaboration across domains

® Collaboration across scales

©® Collaboration across architectures



Training on Math and Reasoning Tasks
0-shot + CoT

ot i <



Collaboration across domains

Math and reasoning tasks GSM MATH
LLEMMA-7B 4.0 2.0

Finetuned LLAMA-7B 34.5 7.6

Co-LLM-7B + LLEMMA-7B 40.0 17.2



Collaboration across domains

Math and reasoning tasks GSM MATH
LLEMMA-7B 4.0 2.0

Finetuned LLAMA-7B 34.5 7.6
Co-LLM learns to

leverage the math
expert model and
improves the
performance compared

Co-LLM-7B + LLEMMA-7B 40.0 17.2 to using either of them

alone.



Collaboration across scale

Math and reasoning tasks GSM MATH

LLEMMA-34B 14.5 6.3
Finetuned L1LAMA-7B 34.5 7.6

Co-LLM also works
among models of
different sizes!

Co-LLM-7B + LLEMMA-34B 435 245



Comparing against proxy tuning

Math and reasoning tasks GSM MATH

PT (LLEMMA-34B + LLAMA-7B) 30.0 20.9 Compare to Proxy Tuning
PT (LLEMMA-34B + LLEMMA-7B) 58.5  23.7 (PT), Co-LLM can

effectively collaborate
with models trained

Co-LLM-7B + LLEMMA-34B 435 245 differently.



Experiments & Results

Collaboration across domains

©® Collaboration across scales

We have more on the biomedical domain + collaboration

between Llama-7B and 70B models in the paper.



Collaboration across architectures

Math and reasoning tasks GSM MATH

MISTRAL-7B 21.5 7.2
MIXTRAL-8X7B (MoE) 38.5 16.2
Finetuned MISTRAL-7B 51.0 13.9

Co-LLM MISTRAL-7B + MIXTRAL-8X7B 5§7.0 20.0

e AN

The reqular dense LLM An MoE Model



Experiments & Results

© Collaboration across domains

©® Collaboration across scales

We have more on the biomedical domain + collaboration

between Llama-7B and 70B models in the paper.

Collaboration across architectures

We show that it works for collaboration between MoE

and reqular dense LLMs.



Ablation on deferral frequency
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Accuracy of Co-LLM generations
on the MATH Dataset

Example shown is the model generation responding to this question:
Evaluate the expression a® - a? if a = 5. The correct answer is 3125.
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Validation Accuracy
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Accuracy of Co-LLM generations
on the MATH Dataset

Example shown is the model generation responding to this question:
Evaluate the expression a’ - a? if a = 5. The correct answer is 3125.

i
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Llemma-34b
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Frequency Invoking the
Assistant Model

Using the base model alone

We have a® = 5% = 125,
and a? = 5% = 25, so

atsg =

answer is 125.

125

. The final




Accuracy of Co-LLM generations
on the MATH Dataset

Example shown is the model generation responding to this question:
Evaluate the expression a’ - a? if a = 5. The correct answer is 3125.
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We have a e 52 = Frequency Invoking the
125, and a“ = §° = Assistant Model
25,50a 5-a2 =| 3000 |

The final answer 1s 3000.



Validation Accuracy
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Accuracy of Co-LLM generations
on the MATH Dataset

Example shown is the model generation responding to this question:
Evaluate the expression a® - a? :{fﬂ = 5. The correct answer is 3125.

W
» Base Model / \
# &

| MATH-finetuned

/' Llama-Tb

Asst Model

Llemma-34b

/ Invoking asst. model at 40% freq.

&
We have a3 = §° =
125, and a® = 52 =
25,s0a 3 .a? =| 3125 |.
- The final answer 1s 3125. -
w
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Accuracy of Co-LLM generations
on the MATH Dataset

Example shown is the model generation responding to this question:
Evaluate the expression a’ - a? if a = 5. The correct answer is 3125.

Invoking asst. model at 90% freq.

Validation Accuracy
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We can use the power
rule to simplify this
expression. We have that

3 3+2

a’-a®*=a*" = a’.

@] ) MATH-finetuned
=/ Liama-7b / Now we can substitute
R a=>5to get 5° = 3125.
Llemma-34b Therefore, the final
answer 1s | 3125 The
final answer 1s 3125.
» /
¥, / Using the asst model alone
P :
& — @ . ##Ht 1 Given a mathemat-
| T | | 1 T - bl 1 dete 3
0 20 40 60 80 100
. T the answer. Simplify your
I'EQUE'I'IE}’ nvo lﬂg e £
Assistant Model BHGEs ARIIUEN 3 Pods:

ble. You can use latex to
format your answer and
you should state your fi-
nal answer as "The fi-

nal answer is $(final - an-
swer)$." Problem:



User Prompt (Knowledge Seeking Question)

What are some species of bears that
are now extinct?

Co-LLM teaches LLMs ta &
COIIaborate i Ir A = 14 A ' T < . @ Collaborative Response
. \ . - at the to ken |eve| . X lgi nstruct-finetune ama- Llama-7

There have been many species of bears
that have become extinct throughout
history. Some examples include:

Shannon l Hunter a Bailin 1. The giant short-faced bear (Arctodus

Shen Lang | Wang simus) - This species went extinct around
__ _ 10,000 years ago and was one of the

Yoon ’ David largest bears to have ever lived.

Kim Sontag 2. The cave bear (Ursus spelaeus) - This

species became extinct around 25,000
years ago and was well-known for its
long, curved claws and large size.|...]

User Prompt (Math Question)

Consider the function $g(x)=3x-4$.
What is $g(0)$?

Collaborative Response
MATH-finetuned Llama-7b + Llemma-34b

We have $g(0)=3(0)-4=\boxed{-4}$. The
final answer is $-4%.




